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Deep Learning Revolution
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Deep Learning Deep Learning 2.0

Main idea Convolution Attention

Field invented Computer vision NLP

Started NeurIPS 2012 NeurIPS 2017

Paper AlexNet Transformers

Conquered vision Around 2014-2015 Around 2020-2021

Replaced 
(Augmented)

Traditional ML/CV CNNs, RNNs



Problems with RNN
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• Each word is 
dependent on the 
words coming 
before it 
(parametrized by 
the hidden states).

• Vanishing gradient 
problem.

• Long-short term 
memory 
dependencies are 
not that long.



Trying to solve it with convolution
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Still the position of 
the words matters 
and it is structured. 
Why does word 5 
should be before 
word 8 in machine 
translation?
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Attention is all you need
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Circa 45 thousand 
citations in 4.5 years!



Attention vs convolution
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Transformers
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Multi-Head 
Attention on the 
“encoder”

Fully connected 
layer

Masked 
Multi-Head 
Attention on the 
“decoder”



Multi-Head Attention
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Intuition: Take the query Q, find the most similar 
key K, and then find the value V that 
corresponds to the key.

In other words, learn V, K, Q where:
V – here is a bunch of interesting things.
K – here is how we can index some things.
Q – I would like to know this interesting thing.

Loosely connected to Neural Turing Machines 
(Graves et al.).



Multi-Head Attention
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Multiply queries 
with keys

To train them well, divide by.             , “probably” because for 
large values of the key’s dimension, the dot product grows large 
in magnitude, pushing the softmax function into regions where 
it has extremely small gradients. 

Index the values 
via a differentiable 
operator. Get the values



Multi-Head Attention
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Q

Adapted from Y. Kilcher



Multi-Head Attention
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Multi-Head Attention
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Q

K1

K2

K3
K4

K5

Values
V1
V2
V3
V4
V5

Essentially, dot product between (<Q,K1>), (<Q,K2>), (<Q,K3>), 
(<Q,K4>), (<Q,K5>). 



Multi-Head Attention
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Q
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Values
V1
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V3
V4
V5

Is simply inducing a distribution over the values. 
The larger a value is, the higher is its softmax value. 
Can be interpreted as a differentiable soft indexing.
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Multi-Head Attention
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Q

K1

K2

K3
K4

K5

Values
V1
V2
V3
V4
V5

Selecting the value V where 
the network needs to attend..



Transformers – a closer look
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K parallel 
attention heads. 



Transformers – a closer look
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Good old 
fully-connected 
layers.



Transformers – a closer look
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N layers of 
attention 
followed by FC



Transformers – a closer look
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Same as multi-head attention, but 
masked. Ensures that the 
predictions for position i can 
depend only on the known 
outputs at positions less than i.



Transformers – a closer look

24CV3DST | Prof. Leal-Taixé

Multi-headed attention between 
encoder and the decoder.



Transformers – a closer look
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Projection and prediction.



What is missing from self-attention?
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• Convolution: a different linear transformation for each 
relative position. Allows you to distinguish what 
information came from where.

• Self-attention: a weighted average.



Transformers – a closer look
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Uses fixed positional encoding 
based on trigonometric series, in 
order for the model to make use 
of the order of the sequence

dimension



Transformers – a final look
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Self-attention: complexity
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where n is the sequence length, d is the representation dimension, 
k is the convolutional kernel size, and r is the size of the neighborhood.



Self-attention: complexity
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where n is the sequence length, d is the representation dimension, 
k is the convolutional kernel size, and r is the size of the neighborhood.

Considering that most sentences have a smaller dimension than the representation
dimension (in the paper, it is 512), self-attention is very efficient.



Transformers – training tricks
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• ADAM optimizer with proportional learning rate:

• Residual dropout.
• Label smoothing.
• Checkpoint averaging.



Transformers - results
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• Significantly improved SOTA in Machine Translation.
• Launched a new deep-learning revolution in MLP.
• Building block of NLP models like BERT (Google) or 

GPT-3 (OpenAI).
• BERT has been heavily used in Google Search.

• And eventually made its way to computer vision (and 
other related fields).
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Transformers usage in Computer Vision



DETR – end-to-end object detection with 
Transformers
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• DETR Predicts in parallel the final set of detections.
• The CNN is used for feature learning, the Transformer is used to make 

predictions.
• During training, bipartite matching uniquely assigns predictions with ground 

truth boxes.
• No need for the annoying NMS ☺.



DETR – the loss function
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It also contain empty 
ground-truth
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DETR – the loss function
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It also contain empty 
ground-truth

Loss for the class Loss for the bounding-box

Optimal assignment computed 
in the first step



DETR – Bounding Box loss
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DETR – a closer look
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DETR – a closer look
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• DETR uses a conventional CNN backbone to learn a 2D representation of an 
input image.



DETR – a closer look
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• The model flattens it and supplements it with a positional encoding before 
passing it into a transformer encoder.



DETR – a closer look
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• A transformer first encodes the given input, and then the decoder takes as input 
a small fixed number of learned positional embeddings, which we call object 
queries, and additionally attends to the encoder output.



DETR – a closer look
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• Each output embedding of the decoder is passed to a shared feed forward 
network (FFN) that predicts either a detection (class and bounding box) or a “no 
object” class.



DETR – Transformer architecture
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• Very similar to Attention is All 
you need architecture, with 
just a few addition made to 
work for this particular 
problem.



DETR – Results
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DETR – Quantitative results

55CV3DST | Prof. Leal-Taixé

• The encoder is able to separate individual instances. Predictions are made with 
baseline DETR model on a validation set image.



DETR – Quantitative results
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• Visualizing decoder attention for every predicted object. Attention scores are 
coded with different colors for different objects. Decoder typically attends to 
object extremities, such as legs and heads. 



DETR used for panoptic semantic segmentation
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• A binary mask is generated in parallel for each detected object, then the masks 
are merged using pixel-wise argmax.



DETR Panoptic Segmentation – results

58CV3DST | Prof. Leal-Taixé



Using DETR in practice
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Using DETR in practice
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However, training takes 3 
days using 16 V100 GPUs.

Recently, there are more 
efficient modifications.



DETR - summary
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DETR - summary
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• Reaches good results in object detection without any 
bells and whistles.

• Gets rid of NMS.
• With a minor modification can be used for panoptic 

segmentation.
• Shows that Transformers can be used in Vision.



Brace yourself – the Transformers are 
coming
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• An image is worth 16x16 words: Transformers for image recognition at 
scale

• Transgan: Two transformers can make one strong gan
• Tokens-to-token vit: Training vision transformers from scratch on 

imagenet
• Unsupervised learning of visual features by contrasting cluster 

assignments
• Masked Autoencoders Are Scalable Vision Learners

and many many more.

https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2010.11929
https://arxiv.org/abs/2102.07074
https://arxiv.org/abs/2101.11986
https://arxiv.org/abs/2101.11986
https://arxiv.org/abs/2006.09882
https://arxiv.org/abs/2006.09882
https://arxiv.org/abs/2111.06377


An image is worth 16x16 words
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Transformers for self-learning
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And in our group…
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Seidenschwarz, Elezi, Leal-Taixe, Learning Intra-Batch 
Connections for Deep Metric Learning, ICML 2021

Meinhardt, Kirillov, Leal-Taixe, Feichtenhofer, 
TrackFormer: Multi-Object Tracking with Transformers, 
CVPR 2022

and many more coming soon ☺

https://arxiv.org/pdf/2102.07753.pdf
https://arxiv.org/pdf/2102.07753.pdf
https://arxiv.org/pdf/2101.02702.pdf
https://arxiv.org/pdf/2101.02702.pdf


One minute teaser in Learning Intra-Batch 
Connections
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• Remember Group Loss? It had a refinement procedure based on a rule 
(replicator dynamics)? Why not “learn the rule” instead via a dynamic graph 
modelled by Transformers?



One min-teaser in Learning Intra-Batch Connections
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• A CNN is used to extract features from a batch of images, We model contextual 
relations via a MPN (implemented by Transformers). In this way, we learn which 
images should affect the other images more (or less).



SOTA in object retrieval
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• Transformers have revolutionized the field of NLP, 
achieving incredible results.

• Starting from DETR, in the last year, they have 
massively impacted the field of computer vision.

• Complementing CNNs, they have reached SOTA (or 
near SOTA) results in object retrieval, person re-ID, 
multi-object tracking, image generation.

• And recently, they have started replacing CNNs (An 
image is 16x16 words, TransGAN etc).



Bonus: Lambda
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