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Motivation

GoogleLeNet Architecture with all bells and whistles

Source: https://arxiv.org/abs/1409.4842

● CNN models requires significant architectural Engineering !
● Can we design an algorithm to design the architecture for us?!
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NAS (2017) Revisited

● NAS Components
○ Search Space
○ Search Algorithms
○ Child Model Evolution

Neural Architecture Search with Reinforcement Learning [Barret & Quoc 2017]
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NAS (2017) vs. NASNet (2018)

● NAS (2017) Limitations
○ Computationally expensive for small dataset
○ No transferability between datasets

● NASNet (2018)
○ Reduced Computation Cost
○ Transferable from small dataset to large dataset
○ Generic learned features for multiple Computer Vision tasks
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Inspiration from the Literature

● Repeated Convolution Blocks
● Going Deep by skip connections

GoogleLeNet

ResNet

Architecture

Cell

Blocks



Learning Transferable Architectures for Scalable Image Recognition
Seminar on Recent trends in Automated Machine Learning

Ahmed Bahnasy | 2021

NASNet Search Space

● Design a Cell, Repeat, Stack  = Architecture
● Search Space outputs Cells not Architectures
● Architecture Complexity is decoupled from depth of the network 

and size of the input images
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● Predictions of each cell are grouped into B blocks
● Each block has 5 prediction steps
● The combination can be addition or concatenation

NASNet Search Space Manually Chosen !
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NASNet Search Space
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NASNet Architecture

● Composed of repetitive convolution cells
○ Normal Cell
○ Reduction Cell

● Free Parameters
○ # Block repetitions (N)
○ # initial convolutions
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Experiments: CIFAR-10

NASNet-A Architecture, best one  !
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Experiments: Computing Resources

● NAS (2017)
○ 800 GPUs
○ 28 Days
○ 22,400 GPU hours
○ Nvidia K40 GPUs

● NASNet (2018)
○ 500 GPUs
○ 4 Days
○ 2,000 GPU hours
○ NVidia P100s

Discounting the fact of different 
Hardware, it is estimated to be roughly 
7× more efficient
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Experiments: ImageNet

Mobile Scale Networks
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Experiments: ImageNet Computational Demand
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Experiments: COCO Dataset

Object Detection Task

NASNet-A + RCNN Framework
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Experiments: Architecture search methods

● Random Search
○ Strong Baseline !

● Reinforcement Learning
○ Entire range superior quality 

models
○ Best model differs ~ 1% accuracy
○ Better mean performance on the 

top-5 and top-25
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Experiments: Scheduled DropPath

● DropPath
○ each path in the cell is 

stochastically dropped with some 
fixed probability during training

● Scheduled DropPath
○ each path in the cell is dropped out 

with a probability that is linearly 
increased over the course of 
training

● Observed through experiments 
No Further Explanation !
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The paper through the eyes of 2021

● EfficientNet-L2 90.2%
● ViT - 88.55%
● NASNet - 82.7%

https://paperswithcode.com/sota/image-classification-on-imagenet
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Thank you :)
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Questions ??
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