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• Neural networks are powerful and widely used. 

• A good model structure of NN will be beneficial. 

• Many modern neural networks perform well/better only with specific structures, e.g., 

LSTM in RNN and skip connections in CNN

• Those specific structures are difficult to design manually.
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1. Motivation and problem statement



• Generate model descriptions by the controller (RNN)

• Train the controller via Reinforcement Learning (policy gradient ascent) →maximize the 

prediction accuracy on a validation dataset. 

• The generated models reach the same performance level as the previous state-of-the-

art models.
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2. Overview

Figure: An overview of Neural Architecture Search  

Figure from Barret Zoph and Quoc V. Le, ‘Neural Architecture Search with Reinforcement Learning‘, 2017.
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3. The core idea behind each step

Working flows:

• Generation of network 

structures in arbitrary length

• Stop criterion is a predefined 

layer number

• Generate, build and train many 

architectures 

• At convergence, calculate an 

accuracy R from the networks

• RL with gradient ascent
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Figure: The controller samples a simple convolutional network

Figure from Barret Zoph and Quoc V. Le, ‘Neural Architecture Search with Reinforcement Learning‘, 2017.
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Objective function:

𝐽 𝜃 = 𝐸𝜏~𝑝𝜃(𝜏)[𝑅(𝜏)]

Where 𝜃 – the parameters of the controller, 𝜏 = 𝑎1:𝑇 – the list of the outputs of the controller, R – the accuracy on a 

validation dataset.

The derivative of objective function (policy gradient):

∇𝜃𝐽 𝜃 =

𝑡=1

𝑇

𝐸𝜏~𝑝𝜃(𝜏)[∇𝜃𝑙𝑜𝑔𝑃𝜃 𝑎𝑡 𝑎𝑡−1:1 𝑅(𝜏)]

Unbiased approximation for the above function:

1

𝑚


𝑘=1

𝑚



𝑡=1

𝑇

∇𝜃𝑙𝑜𝑔𝑃𝜃 𝑎𝑡 𝑎𝑡−1:1 (𝑅𝑘 𝜏 − 𝑏)]

Where 𝑚 – the number of sampled structures in one batch, 𝑇 – the number of hyperparameters for a network, 𝑏 –

an exponential moving average of the previous architecture accuracies.
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Training with REINFORCE



Enable RNN to predict skip function
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4. Generate CNN with more complex skip connections

Figure: Adding anchor points to form skip connections

Figure from Barret Zoph and Quoc V. Le, ‘Neural Architecture Search with Reinforcement Learning‘, 2017.

• Add an anchor point (a set-selection type attention)

• Sample outputs from previous layers as the input for current layer:



Training details:

1. The controller: two-layer LSTM with 35 hidden units on each layer (smaller than the generated 

neural networks).

2. Each child model is constructed and trained for 50 epochs.

3. Starting from 6-layer CNN, the controller increases the depth by two after every 1.600 samples of 

child networks.
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Results of CNN generation for CIFAR-10
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Results of CNN generation for CIFAR-10

Table from Barret Zoph and Quoc V. Le, ‘Neural Architecture Search with Reinforcement Learning‘, 2017.

Table: Performance of Neural Architecture Search and other state-of-the-art models on CIFAR-10
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Results of CNN generation for CIFAR-10

Conclusions:

1. Classification accuracy can be as high as the state-of-art models.

2. Compared to the models with similar accuracy, the models from this paper have less layers.

3. The computation time of last model (40 filters added) is 1.05x as fast as the DenseNet that 

achieves 3.74 % 



Basic idea: combine the given nodes while following tree structure

→ The controller (RNN) generates combinations (i.e., addition) and activation functions, 

and the connection between cell variables 𝐶𝑡, 𝐶𝑡−1 and the other nodes.
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5. Generate RNN cell structures

Figure: The example of a recurrent cell constructed from a tree

Figure from Barret Zoph and Quoc V. Le, ‘Neural Architecture Search with Reinforcement Learning‘, 2017.



Penn Treebank dataset is one of the most known and used corpus for the evaluation of 

models for sequence labelling.

Training details for cell structures generation:

• Base number: the number of input pairs, set to 8

• Only predict the RNN cell structures and fix all other parameters.

• After choosing the best cell structure, do grid search over learning rate, weight initialization etc. 
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Results of cell structures generation (for Penn Treebank dataset)
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Results of cell structures generation (for Penn Treebank dataset)

Table from Barret Zoph and Quoc V. Le, ‘Neural Architecture Search with Reinforcement Learning‘, 2017.

Table: Single model perplexity on the test set of the PTB language modeling tasks

Conclusions:

1. The models found by this paper outperform the other models 

2. The model (with 64 perplexity) is more than two times faster than the previous best network.



1. Transfer learning:  

Applying the generated RNN cell structure from previous tasks to the character language modeling task 

on the same dataset → Result is better than LSTM cell

2. Adding more functions in the search space: 

The model can achieve comparable performance

3. Comparison against random search: 

Not only the best model from this paper is better, but also the average of top models is much better. 
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6 Small validation experiments



1. This paper introduces an idea of using RNN to compose neural network architectures, and the 

generated structures from this paper can even outperform some state-of-the-art models.

2. RNN makes it possible to search in different variable-length architecture spaces and different types 

of structures.

3. The generated structures from this methods can be generalized to other tasks. 

Outlook:

1. This method is flexible, but still need to follow some patterns (predefined recurrent structure). 

2. The child networks are always built and trained for 50 epochs, regardless of their structures.
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Conclusions



Thanks for your attention!
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